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Abstract −−−− In this paper, dead-reckoning error in mobile
robots is studied in the context of several different models.
These models are derived first in the form of stochastic
differential equations (SDEs). Corresponding Fokker-Planck
equations are derived, and desired probability density functions
(PDFs) of robot pose are computed by using the Fourier
transform for SE(2).

I. INTRODUCTION

Many mobile robot tasks require that the robot have some
knowledge of its position. Because of its simplicity, dead-
reckoning is widely used to provide such information. The
position of a mobile robot in a global reference frame is
determined by summing the incremental movements, e.g.
counting the revolutions of the robot wheels. Since sensors
are not perfect, errors accumulate in dead-reckoning pose
estimation.

Efforts are often made to reduce dead-reckoning error.
Many systems use readings from extra sensors, such as
ultrasonic sensors [1] and fiber-optic gyroscopes [2], together
with dead-reckoning data to update robot location. This is
often implemented by utilizing Kalman filtering. Vision-
based techniques are also used to assist the dead-reckoning
process [3,4]. With neural networks detecting the wheel slip
and estimating the linear velocity of the wheels, the
performance of conventional dead-reckoning estimation is
improved [5]. For a class of dual-drive compliant linkage
robots, an internal position error correction method was
proposed, based on the measurement of the difference in
motion between the two connected carts [6]. Dead-reckoning
is also applied to robot map generation. Based on the
observed analogy between graphs modeling the environment
and truss structures, the method of elastic correction was
proposed to correct dead-reckoning errors made during
exploration with a robot capable of identifying landmarks [7].
On the side of probabilistic methods, a map with spatial
occupancy representation, which defines the probability of
occupancy of each cell in space, can be estimated by doing
Markov model-based searches of the next optimal robot
position [8-10].

Since many mobile robots operate under noisy situations, a
probability error model was developed to give an estimate of
robot location with uncertainty [11], which is modeled as a
set of equal-error-probability ellipse isolines. In practice, the

probability of robot pose can be more complex, depending on
different probabilistic models. This paper examines three
models, the kinematic disk, cart and car, and develops an
algorithm to obtain the probability distribution of robot
position and orientation caused by noise in the direct reading
of wheel speeds.

II. STOCHASTIC DIFFERENTIAL EQUATIONS

To generate the probability density function of pose for a
nonholonomic system subjected to white noise, a system of
SDEs needs to be constructed. Any system of SDEs can be
written in the standard form [12]

)(),(),( tdtdttd wxBxax += , (1)

where in the case of a mobile robot x=(x,y,
�
)T denotes the

pose of the robot moving in a plane, wd is a vector
consisting of uncorrelated normalized white noises, a is
called the drift vector, and B is called the diffusion matrix.
Equation (1) reflects the fact that for a mobile robot subjected
to stochastic forcing, the evolution of the pose density is
really a diffusion process.

In this section, the SDEs for the kinematic disk, cart and
car moving in the plane are derived respectively.

A. SDE of a Rolling Disk

As a widely studied classical and simple model, the
nonholonomic constraint for a rolling disk with deterministic
spinning arises by allowing it to roll but not slip (Fig.1)

dttrdx θω cos)(= , (2)

dttrdy θω sin)(= , (3)

where
�

is the heading angle of the disk plane with respect to
its initial orientation, � (t)=d � /dt denotes the rate of spinning
of the disk about its axle, and r the radius of the disk.
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Fig.1 Kinematic disk moving on a plane
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Assuming that the orientation of the rolling disk is
governed by a Wiener process

dwDd =θ , (4)

one obtains a system of SDEs for the rolling disk with
deterministic spinning and random heading [13]
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B. SDE of a Kinematic Cart

As another model of the mobile robots under discussion,
the kinematic cart (Fig.2) has two wheels which can roll at
different speeds, and therefore change the orientation of the
cart from time to time. The nonholonomic constraint for the
cart arises by allowing the wheels to roll but not slip.
Moreover, connected by an axle, the wheels steer together.
As a result, the sideway velocity of the cart is zero, and the
cart can only move in the direction of the body orientation.

For each wheel, (2) and (3) can be rewritten as

ii drdx φθcos= , (6)

ii drdy φθsin= , (7)

where i=1 or 2. For the whole system, one obtains

2
21 dxdx

dx
+

= , (8)

2
21 dydy

dy
+

= , (9)

21 φφθ rdrdld −= , (10)

where (x,y) denotes the position of the midpoint of the axle,
and l is the length of the axle. Therefore, one obtains

2

)(cos 21 φφθ ddr
dx

+= , (11)

2

)(sin 21 φφθ ddr
dy

+= , (12)

l

ddr
d

)( 21 φφθ −
= . (13)

Assuming the rolling speeds of the wheels are governed by
a deterministic and stochastic part

11 )( dwDdttd += ωφ , (14)

22 )( dwDdttd += ωφ , (15)

where � (t) denotes the deterministic part of the rolling speed,
and dwi are Wiener processes, one obtains the SDEs of the
kinematic cart
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Fig.2 Kinematic cart moving on a plane
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Fig.3 Kinematic car moving on a plane

C. SDE of a Kinematic Car

Another model of mobile robots is the kinematic car
(Fig.3). It has two rear wheels which roll together, and two
front wheels which steer together. The nonholonomic
constraint for the car arises by replacing each of these two
sets of wheels with a single imaginary wheel centered along
their axles and allowing the wheels to roll but not slip, i.e.
[14]

0cossin =− θθ dydx , (17)

0cos)cos()sin( =−+−+ φθφθφθ lddydx . (18)

Here (x,y) is the position of the midpoint of the rear axle, � is
the angle of the car body with respect to its initial orientation,
and � is the steering angle with respect to the car body. Here,

dttrdx θω cos)(= , (19)

dttrdy θω sin)(= , (20)

where � (t) denotes the rolling speed of the rear wheels.

Assuming that the steering of the car is governed by a
deterministic part and a Wiener process

dwDdttd += )(ξφ , (21)

one obtains a system of SDEs for the car

dwDdt
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III. FOKKER-PLANCK EQUATIONS

To calculate the PDFs as a continuous function of robot
pose and time, the Fokker-Planck equations corresponding to
the SDEs of different models need to be solved. The solution
of a Fokker-Planck equation is a time evolving PDF of robot
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pose. Applying Ito’s method to (1), the corresponding
Fokker-Planck equation is [12]

∑ ∑

∑
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Applying Stratonovich’s method to (1), the corresponding
Fokker-Planck equation is [12]
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From (5), one obtains the same Fokker-Planck equation for
the rolling disk with deterministic spinning and random
heading using both the Ito and Stratonovich methods
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where f=f(g(x,y, � ),t) is the desired time-evolving PDF, and
g(x,y, � ) denotes a member of the group of planar rigid-body
motion SE(2).

From (11), one obtains the same Fokker-Planck equation
for the kinematic cart using both the Ito and Stratonovich
methods

)
2

sin
2

2sin
2

cos
2

(
2

sin)(cos)(

2

2

2

2

2

2
2

222

2

2
2

2

θ
θθ

θθωθω

∂
∂+

∂
∂+

∂∂
∂+

∂
∂+

∂
∂−

∂
∂−=

∂
∂

f

l

r

y

fr

yx

fr

x

frD

y

f
tr

x

f
tr

t

f

. (26)

From (22), one obtains the same Fokker-Planck equation
for the kinematic car using both the Ito and Stratonovich
methods
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With constant � (t)=v and � (t)=0 (in the case of the car
moving in a straight line), (25)- (27) change into the simpler
versions:
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IV. SOLVING FOKKER-PLANCK EQUATIONS

Since the mobile robots under discussion are modeled by
kinematic disks, carts and cars moving in a plane, operational
properties of the Fourier transform of functions on SE(2) can
be used to solve the Fokker-Planck equations (28)-(30).

A. Operational Properties Used in Solving Fokker-Planck
Equations

SE(2) is the group of rigid-body motions in the plane
[14,15]. The right differential operators for SE(2) in Cartesian
coordinates are [15,16,17]

yx
X R

∂
∂+

∂
∂= θθ sincos
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1

, (31)
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X R

∂
∂+

∂
∂−= θθ cossin
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2

, (32)

θ∂
∂=RX 3

~ . (33)

The Fourier transform on SE(2) is defined as [15]

∫
−==

)2(

1 )(),()()(ˆ)(
SE

gdpggfpfF Uf , (34)

and its inverse transform is defined as [15]

∫
∞− ==

0

1 )),()(ˆ()()ˆ( pdppgptracegfF Uff , (35)

where g denotes a member of SE(2), p is the “frequency”
introduced by the Fourier transform, and U(g,p) is an
irreducible unitary representation matrix of SE(2). Here the
elements of matrix U(g,p) are given as [15]

)()),,,(( ))(()( prJeiprgu mn
nmnimn

mn −
−+−−= φθθφ , (36)

where -∞<m,n<∞.

An important operational property of the Fourier
transform for SE(2) is [15,16,17]

)(ˆ)()
~

( ppfXF i
R
i f�= , (37)

where )( pi
� ’s are coefficient matrices with elements [16,17]

)(
2

)( 1,1,1 −+ −= nmnmmn

p
p δδη , (38)

)(
2

)( 1,1,2 −+ += nmnmmn

ip
p δδη , (39)

nmmn imp ,3 )( δη −= , (40)

where � is the Kronecker delta function.

B. Solving for the Disk Model

By using (31)-(33), one rewrites (28) as
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By applying the SE(2) Fourier transform on both sides of
(41), one obtains
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The solution to (42) is
)0,(ˆ),(ˆ )( petp tp ff A= , (43)

where
2

31 )(
2

)()( p
D

prvp ��A +−= , (44)

By setting x=y= � =0 when t=0, the initial condition for (28) is
defined as

)()()()0);,,(( θδδδθ yxtyxgf == , (45)

where � is the Dirac delta function. As a result, )0,(ˆ pf is the

identity matrix, and (43) is reduced to
tpetp )(),(ˆ Af = . (46)

By applying the inverse Fourier transform for SE(2) to
(46), one obtains the solution to (28)
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where Z denotes the set of all integers.

To compute the reduced PDF f(x,y,t), one integrates
f(g(x,y, � ),t) analytically as

∫−
=

π

π
θθ dtyxgftyxf )),,,((),,( . (48)

Since the matrices ηηηη and U are infinite dimensional, we
must truncate them to finite dimension as (2L+1) by (2L+1)
matrices when doing numerical computations, where L is a
chosen integer.

By solving the Fokker-Planck equation (28), one obtains
PDFs like those in Fig.3.

C. Solving for the Cart Model

By using (31)-(33), one rewrites (29) as
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By applying the SE(2) Fourier transform on both sides of
equation (49), one obtains
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By following the steps in the last subsection, one can obtain
the desired PDFs like those in Fig.4.
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D. Solving for the Car Model

By using (31)-(33), one rewrites (30) as
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Multiplying both sides of (51) by cos2φ, one obtains
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By expanding f, cos � and sin � in a Fourier series in � , i.e.
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from which one obtains a system of partial differential

equations
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By applying the SE(2) Fourier transform on both sides of
(57), one obtains a new system of differential equations
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where f̂ is a vector which consists of
nf̂ ’s. By truncating the

fn and ηηηηi as (2L+1) by (2L+1) matrices and setting –N≤n≤N,
one obtains two (2N+1)*(2L+1) by (2N+1)*(2L+1) tri-
diagonal matrices
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and I is the (2L+1) by (2L+1) identity matrix.
Because x=y= � =φ=0 when t=0, the initial condition for
equations (30) is defined as

)()()()()0);,,,(( φδθδδδφθ yxtyxgf == . (65)

As a result, )0,(ˆ pf is an identity matrix, and the solution of

equation (59) is
tpetp )(),(ˆ Af = , (66)

where
2

1
1 MMA −= . (67)

Then, by inverse Fourier transform on SE(2), one obtains

∫
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=
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The desired time-evolving PDF is obtained by
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To compute the reduced PDF f(x,y,t), one integrates
f(g(x,y, � ), � ,t) as

∫ ∫− −
=

π

π

π

π
φθφθ ddtyxgftyxf ),),,,((),,( . (70)

By solving Fokker-Planck equation (30), one obtains PDFs
like those in Fig.5.

V. CONCLUSION

In this paper, dead-reckoning error is studied in the context
of different models of mobile robots with nonholonomic
constraints where there is noise in the steering and/or drive
systems. As one can see, the Fourier transform on SE(2)
provides a powerful tool to solve the Fokker-Planck
equations that describe the evolution of pose in these
examples arising from the planar stochastic motion of those
dynamic systems.
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The results in this paper are obtained by assuming a
constant spinning rate for the wheels, which guarantees such
analytical intermediate results as (43) and (66). We are
currently investigating cases in which the deterministic parts
of wheel speeds and heading angles are variable. In the
future, more attention will be given to the dead-reckoning
errors caused by slipping and skidding of the wheels.
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